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Why Data Compression?

20.9% growth per year

Projection by IBISWorld by 1990

We need a stronger compression algorithm to deal with the rapid growing trend.  



Lossless compressors
– General-Purpose Lossless Compressors

Traditional Deep-learning based

• Gzip, 7z, Zstandard
• …

• Cmix, NNCP, Dzip, 
TRACE

• …

Deep-learning based compressor 
can obtain much higher 
performance than traditional 
methods, but with significantly 
slow compression speeds.

Compression Ratio comparisons between traditional methods and deep-
learning methods



To Compress 1GB Data:

None Deep-learning compressor needs
Several tens of seconds

o Gzipà33s
o 7zà60s
o Zstd-19à321s
o Zstd-FPGAà1.28s
o LPAQà85s

Deep-learning compressor needs 
several days

o Cmix à25days
o Tensorflow-compressà8days
o NNCPà8days
o Dzipà1.7days
o TRACEà14h
o OREOà10h
o PACà5h (2080Ti)



Two blind spot of current NN-based compressors
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Duplicated processing problem In-batch distribution variation problem



Duplicated processing problem
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PE: Probability Estimation,                 FE: Feature Extraction,                   FM: Feature Mixture

Previous framework Our framework



In-batch distribution variation problem
Chunk Chunk Chunk
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Batch-aware model design: N set of 
parameter in individual layer corresponds 
to four item in a batch.

Whole compression framework



Learned Ordered Mask

A trainable 1D vector is introduced to dynamically learn the order information. The 
ordered importance is modeled as: 

𝐹 𝑥"#$ , … , 𝐹 𝑥"#% = 𝑊 ∗ {𝐹 𝑥"#$ , … , 𝐹(𝑥"#%)}

where 𝐹 𝑥!"# is the extracted feature of 𝑥!"# and 𝑊 is learned ordered 
importance. 

This makes PAC’s probability estimator a pure MLP architecture, which gives possibility for 
current general-purpose compressor to  implement on other hardware.



Performance Evaluation



Future Direction

oFuture directions in the field of compression could include:

o1. Specialized Hardware Acceleration
o2. Hybrid Compression Approaches
o3. Fast Image Compression—We are working on it! 
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Thank you!


